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Introduction

The increasing need for traceable nanometer-level metrology
has led to the development at the National Institute of
Standards and Technology (NIST) of a specialized, metrology
scanning electron microscope (M-SEM) having a metrology
stage measured by a laser interferometer system. The
purpose of the M-SEM is to carry out traceable calibrations of
pitch on standard reference materials (SRM) using
nanometer-level positioning of the sample under the electron

Measurement and Control System

A computerized measurement and control system was
developed to operate at a high data throughput. Fast
scanning of the SEM minimizes the inter-frame drift due to
environmental effects. The maximum data acquisition rate for
the combined SEM column detector, the SEM horizontal and
vertical raster scan signals and the X-Y laser stage position is 3
MHz. The SEM scan and detector data are collected using
data acquisition hardware while the stage position data are

NIST Standard Reference Material

NIST Standard Reference Material (SRM) 8820 is under
development for accurate, traceable scale calibrations for
SEMs, atomic force microscopes and optical microscopes.
SRM 8820 has pitches ranging from 1.5 mm to 70 nm.

SRM 8820 status: die produced; statistical measurements
completed; Sl-traceable calibration pending

Summary

e At present, preliminary spot-mode grating pitch
measurements are being made with the metrology SEM,
for testing.

* Final adjustments to the instrument and measurement
methods are being carried out to verify measurement
uncertainty values for calibration.

e Once validated for
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Laser Interferometer Sample Stage Appendix A: Metrology SEM

Spot Mode Line Trace

Measurement and Control System Layout Spot Mode Preliminary Measurement Results
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SEM Image
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Preliminary data measuring gratings in spot mode: 2um, 1 um, and 700 nm pitch conductive coating

Two laser interferometers with fiber
optic beam delivery, on the side and
on the heavily reinforced new door of

The laser sample stage
with a 300 mm wafer.

Stage Position

* Preliminary average pitch over full 100-um grating field: 1000.0 nm + 0.3 nm
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Two measurement methods are implemented: 1) Image magnification 1-um Average Pitch Measurement
calibration, where a set of images at constant magnification are collected as a Uncertainty
feature is moved systematically within the field of view by translating only the Source (x L)
interferometrically-measured sample stage. The position of the feature (pixel
coordinates) is correlated with the interferometer-measured X-Y position of the

The homodyne interferometer system with phase sensitive photo detectors
has 40 pm resolution and uses fiber-optic delivery of the laser light directly
to the measurement axes. This results in reduced optical path complexity,
lower thermal drift, and a smaller footprint, enabling the interferometer
optics to mount directly on the SEM sample chamber. High planarity mirrors

Notes : : :
(hm) Type * The fiber-optics deliver laser

Instrument light directly to the
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