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A set                is an attracting neighborhood if  there 
exists            such that                                  for all           .

A trapping region is forward invariant, ie.                 , 
attracting neighborhood.              

An attracting block is a trapping region with            . 

A set               is an attractor if  there exists an 
attracting neighborhood             such that                   . 

U ⇢ X
fk(cl(U)) ⇢ int(U)k0 > 0

f(U) ⇢ U

k0 = 1

A ⇢ X
A ⇢ U

A

Ufk(U)

Iterate a map                           on a locally compact 
metric space (not necessarily injective nor surjective).

f : X � X

(Conley)

k � k0

A = !(U)



Observable dynamics: attractors 

Computable dynamics: attracting blocks / trapping 
regions / attracting neighborhoods

!surjective lattice homomorphism 
between distributive lattices

_ = [, ^ = \

_ = [, ^ = !(· \ ·)

ABlock(X, f)

Att(X, f)



Lattices2 W.D. KALIES, K. MISCHAIKOW, AND R.C.A.M. VANDERVORST

A bounded, distributive lattice is a set L with the binary operations
_,^ : L⇥ L ! L satisfying the following axioms:

(i) (idempotent) a ^ a = a _ a = a for all a 2 L,

(ii) (commutative) a ^ b = b ^ a and a _ b = b _ a for all a, b 2 L,

(iii) (associative) a ^ (b ^ c) = (a ^ b) ^ c and a _ (b _ c) = (a _ b) _ c

for all a, b, c 2 L,

(iv) (absorption) a ^ (a _ b) = a _ (a ^ b) = a for all a, b 2 L.

(v) (distributive) a ^ (b _ c) = (a ^ b) _ (a ^ c) and a _ (b ^ c) =

(a _ b) ^ (a _ c) for all a, b, c 2 L.

(vi) (neutral elements) 9 0, 1 2 L such that 0 ^ a = 0, 0 _ a = a,
1 ^ a = a, and 1 _ a = 1 for all a 2 L.

A subset K ⇢ L is called a sublattice of L, if a, b 2 K implies that
a_b 2 K and a^b 2 K. For sublattices of bounded lattices we impose
the additional condition that 0, 1 2 K.

Let K and L be lattices. A function h : K ! L is a lattice homomor-

phism if

h(a ^ b) = h(a) ^ h(b) and h(a _ b) = h(a) _ h(b),

and a lattice anti-homomorphism if _ is replaced by ^ on the right hand
sides of the above equations and vice versa. A lattice homomor-
phism between bounded lattices is a lattice homomorphism with the
additional property that h(0) = 0 and h(1) = 1. Bounded, distribu-
tive lattices together with the above described morphisms form a cat-
egory denoted by BDLat. Summarizing:
In the category of bounded, distributive lattices, sublattices contain 0 and

1, and the lattice homomorphisms preserve 0 and 1.

All sublattices contain 0 and 1, and all homomorphisms preserve 0 and 1.

Think sets!



For computations: 

(1) consider a finite sublattices of  attractors 
(2) combinatorialize the phase space

Consider the lattice of  regular closed subsets, ie. 

Example: the power set of  a finite, 
full simplicial / cubical complex 
generates a finite sublattice of  
regular closed subsets. 

S = cl(int(S)) _ = [, ^ = cl(int(· \ ·))



An example: time-T map of ẋ = x� x

3
, ẏ = �y









?

attracting block lattice 
(regular closed)

_ = [

?

attractor lattice
_ = [

lattice  
homomorphism 

(surjective)

^ = ! \
!

^ = cl(int(· \ ·))



J - functor

J is a contravariant functor from finite distributive lattices to finite posets.

LATTICE STRUCTURES FOR ATTRACTORS I 3

A poset (P,) is a set P with a binary relation , called a partial

order, which satisfies the following axioms:

(i) (reflexivity) p  p for all p 2 P,

(ii) (anti-symmetry) p  q and q  p implies p = q,

(iii) (transitivity) if p  q and q  r, then p  r.

Let P and Q be posets. A mapping f : P ! Q is called order-

preserving if f(p)  f(q) for all p  q. A mapping is an order-

embedding if f(p)  f(q) if and only if p  q. Posets together with
order-preserving mappings form a category denoted by Poset.

A lattice L has a naturally induced partial order as follows.

Given a, b 2 L define

a  b , a ^ b = a.

S ⇢ P is a down set of P if q  p and p 2 S implies q 2 S.

The collection of down-sets of a finite poset P generates a finite dis-
tributive lattice denoted by O(P) with respect to _ = [ and ^ = \.

Given an element p 2 P, the down-set and up-set of p are the sets
#p = {q 2 P | q  p} and "p = {q 2 P | p  q}, respectively.

Given a lattice L, an element 0 6= c 2 L is join-irreducible if

c = a _ b implies c = a or c = b for all a, b 2 L.

The set of join-irreducible elements in L is denoted by J(L).

c is join-irreducible iff there exists a unique element a 2 L with a < c.

In all lattices we consider, the order ≤  is induced by inclusion.
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?

attracting block lattice
_ = [

?

attractor lattice
_ = [
^ = ! \

!

join irreducibles

^ = cl(int(· \ ·))



order- 
embedding

J(!)

Birkhoff’s Representation Theorem: J induces a duality 
between finite distributive lattices and finite posets. 



poset of  isolating  
neighborhoods

poset of   
invariant sets

order- 
embedding

(tesselated) Morse decomposition

NA ^ (
 �
NA)

# = cl(NA \ (
 �
NA)

c) A ^ (
 �
A )⇤ = A \ (

 �
A )⇤

Conley form

⇡

M(A)T(N)

M(A) ,! T(N)



poset of  isolating  
neighborhoods

?

attracting block lattice

?

? ?

? ? ? ?

?

These structures are robust!



EXTENDED Birkhoff’s Representation Theorem:  
(K.,Kasti, Vandervorst) 

J induces a duality between surjective lattice homomorphisms on finite 
distributive lattices and finite binary relations / directed graphs / 
combinatorial multivalued maps— up to condensation and transitivity.

!

Att(F) = {A | F(A) = A}

Invset+(F) = {U | F(U) ⇢ U}

!(U) =
1\

n=1

1[

m=n

Fm(U)

K

L

h



F

Computationally: try to represent      as a state 
transition graph on regular closed subsets of  

!

Invset+(F)

Att(F)

!

N ,! ABlockR(X, f)

A ,! Att(X, f)

F
X

?

?



?

Invset+(F)



?

Invset+(F)

!

Att(F)



order-embedding

J(!)



order-embedding

recurrent components

strongly connected 
components

F

(via Conley form)



There are linear time graph algorithms for 
computing the recurrent and strong components. 

SO — reverse the question — if  we start with an 
appropriate state transition graph, can we 
recover a lattice of  attracting blocks that is 
isomorphic to a lattice of  attractors?

!

Invset+(F)

Att(F)

!

N ,! ABlockR(X, f)

A ,! Att(X, f)

natural

[

?

⇡?



A state transition graph                       is an outer 
approximation of                    if   

F : X �⇥⇥X
f : X � X

f(G) � int(|F(G)|) ⇤G ⇥ X

If       is an orbit of     , 
then there exists a  
walk         of       with F

fxn

Gn

xn 2 Gn

Hence an outer  
approximation does  
not mask any  
recurrent behavior.



!

Invset+(F)

Att(F)

!

N ,! ABlockR(X, f)

A ,! Att(X, f)

[

⇡?
! [

Generally     is quite large compared to      .  Is      isomorphic to a sublattice of        ? 
Such an index lattice is equivalent to the existence of  a isomorphic tessellated 
Morse decomposition   

Strategy: combine states to obtain a smaller sublattice via an order retraction.

For a specific computation an order retraction / lift may not exist. 

We have developed an algorithm to determine existence and the compute 
of  an order retraction. (K. Kasti, Vandervorst)

Also, theoretically if  the state grid is fine enough and the outer approximation 
is close enough to       , then an order retraction / lift exists.  
(K., Mischaikow, Vandervorst)

lift ,

SC(F)

RC(F)

order  
retraction

N A A N

f

A may not be known! M(A) ,! T(N) ⇡ RC(F)

M(A) $ T(N)
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RC(F)
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R5R6R2&R3

R2&R3

R2&R3

R4

R4

R4

R1

R6

R5
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grid element (or 1.5 bits per binary tree node – see the discussion at the end of Sec-
tion 2.2) due to the o(N) usage of the succinct data structures taking approximately
34% of the space in the example we measured. There is the expected time/space
trade-off: SuccinctGrid is the slower alternative by a factor of 3. We refer the reader
to Table 2 below.

6.2. Computational Examples. We have tested our algorithms on two examples,
the first being two-dimensional and the second being three-dimensional. Both ex-
amples computed in a few hours using a single core on a Macbook Pro laptop with
8GB of RAM. For each example we present a Conley-Morse graph, a visualization
of the combinatorial Morse sets, and a visualization of the computed combinatorial
Lyapunov function.

6.2.1. Two-dimensional overcompensatory Leslie Model. The first example is of the
map f : R2 ! R2 given by

"
x
1

x
2

#
7!

"
(✓

1

x
1

+ ✓
2

x
2

)e��(x1+x2)

px
1

#
, (23)

where we choose parameters ✓
1

= 20.0, ✓
2

= 20.0, � = 0.1, and p = 0.7. The
phase space region was taken to be X = [0, 74] ⇥ [0, 52]. This model was first
analyzed in Ugarcovici and Weiss [25]. Later in [1] the multiparameter system
was examined computationally via Conley-Morse theory. Here we compute the
Conley-Morse graph using the program SingleCMG and a combinatorial Lya-
punov function using Lyapunov. SingleCMG and Lyapunov are both programs
in the Conley-Morse-Database project.

Resource requirements are described in Table 2 below. We briefly discuss the
results. The Conley-Morse graph in Figure 2 has five nodes, corresponding to five
combinatorial Morse sets that were found. The labels on these nodes tell us the
Conley index information. We will not discuss how these are arrived at here, cf. [1].
We content ourselves with describing intuitively what they indicate. To this end
we provide the following table. Note that if an invariant set has a certain Conley
index, this does not imply that the invariant set is the set indicated in the table.
For example, in the model (23), the invariant set with the Conley index of a stable
period-3 orbit is actually a 3-part chaotic attractor.

In the phase space picture we can easily see the Morse sets with the Conley
indices of an invariant circle and unstable fixed point. The Morse sets with Con-
ley indices of an unstable period-3 orbit and a stable period-3 orbit are small at
this resolution so they are highlighted in blue and purple respectively. The Morse
set with the saddle-point Conley index corresponds to the origin in the lower left
corner, highlighted in red.

We remark that to compute Conley indices of combinatorial Morse sets on the
boundary of phase space requires that we extend the phase space slightly into the
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!

Invset+(F)

Att(F)

!

N ,! ABlockR(X, f)

A ,! Att(X, f)

[

lift ,

SC(F)

RC(F)

order  
retraction

Invset+(F)

Att(F)

!

N ,! ABlockR(X, f)

A ,! Att(X, f)

[

,

SC(F)

RC(F)

``

`

`

M(A`) ,! T(N`) ⇡ RC(F)

Suppose     is not a outer approximation. F



Example: polygonal grid where vector field is 
transverse to the boundaries of  the grid elements 
(Bozcko, K., Mischaikow)  

Parabolic recurrence vector fields 
(Ghrist, van den Berg, Vandervorst)

Future work

Extract these structures from data? 



An computational approach to Conley’s decomposition 
theorem (JCND 2006) 

Hyunju Ban

Konstantin Mischaikow 
Robert Vandervorst

An algorithmic approach to chain recurrence (FoCM 2005) 

Computational Conley theory

A database schema for the analysis of  global dynamics of  
multi parameter systems (SIADS 2009) 

Zin Arai, Hiroshi Kokubu, Konstantin Mischaikow, 
Hiroe Oka, and Pawel Pilarczyk



Konstantin Mischaikow 
Robert Vandervorst

Lattice structures of  attractors I - (J. Comp. Dyn. 2014)

Dynamics and order theory - (in preparation)

Lattice structures of  attractors III - (in preparation)  

Lattice structures of  attractors II - (FoCM 2016) 

Dinesh Kasti 
Robert Vandervorst

Efficient computation of  Lyapunov functions for Morse 
decompositions - (DCDS 2015)

Arnaud Goullet, Shaun Harker, Dinesh Kasti, 
and Konstantin Mischaikow

Lattice structures



Konstantin Mischaikow, Shaun Harker, … 

CHomP — http://chomp.rutgers.edu 

Software

CDS - Computational Dynamics Software 

Kalies 



We work in the category of  bounded, distributive lattices.

Thank You! 

Konstantin Mischaikow (Rutgers) 
Robert Vandervorst (VU Amsterdam) 

Dinesh Kasti (FAU) 
 


