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Mumford-Shah segmentation model 1989 CPAM 

Variational Functionals for Image 
Segmentation  - sharp interfaces with penalty 
function restricting regularity of interface 
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Terzopoulos snakes, Lagrangian curve attracted to edges, F is 
an environmental function that attracts to edges, Kass-Witkin-
Terzopoulos IJCV 1987 
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Chan-Vese Segmentation – binary with sharp interface Gamma between regions,  
IEEE Trans. Imag. Proc. 2001.  Solved using level sets and the TV functional via a 
gradient flow. 
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    FROM  
EUCLIDEAN SPACE     TO     SIMILARITY GRAPHS  

   FOR LARGE DATA 

Ò  Minimal surface 
problem 

Ò  Laplace operator 
Ò  Pseudo-spectral 

methods 
Ò  Fast Fourier Transform 
Ò  Uses all the modes 

Ò  Graph mincut problem 
Ò  Graph Laplacian 
Ò  Projection to 

eigensubspace of graph 
Laplacian 

Ò  Nystrom extension/
Rayleigh-Chebyshev 

Ò  Often only needs a small 
percentage of spectral 
modes. 



WEIGHTED GRAPHS FOR “BIG DATA” 

In a typical application we have data supported on 
the graph, possibly high dimensional.  The above 
weights represent comparison of the data. 
 
Examples include: 
 
 voting records of  US Congress – each person has 
a vote vector associated with them.   
 
Nonlocal means image processing – each pixel has 
a pixel neighborhood that can be compared with 
nearby and far away pixels. 



GRAPH CUTS AND TOTAL VARIATION 

Minimum cut Maximum cut 

X
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Total Variation of function  f defined on nodes of a weighted graph: 
 

Min cut problems can be reformulated as a total variation minimization problem 
  for binary/multivalued functions defined on the nodes of the graph. 



NONLOCAL MEANS GRAPHS AND TOTAL 
VARIATION 

§  Buades Coll and Morel (2006)– introduced the NL Means 
functional for imaging applications – patch comparisons 
between pixels 

§  Osher and Gilboa (2007-8)– developed the Nonlocal TV 
functional for imaging applications- very effective for image 
inpainting applications with texture 

§  Drawback with Osher-Gilboa is slowness of algorithm 
§  We will accomplish these results with much faster run time 

and extend to general Machine Learning problems 
§  Suggests an alternative to the NL means calculus of Gilboa-

Osher 



DIFFUSE INTERFACE METHODS ON GRAPHS 
Bertozzi and Flenner MMS 2012. 

Arjuna Flenner 
China Lake 

SIAM	  Oustanding	  Paper	  Prize	  2014 



CONVERGENCE OF GRAPH GL FUNCTIONAL 
 van Gennip and ALB Adv. Diff. Eq. 2012 

Yves 
Van Gennip 



DIFFUSE INTERFACES ON GRAPHS 
An Example: two 
moons 
 
Replaces Laplace 
operator with a 
weighted graph 
Laplacian in the  
Ginzburg Landau 
Functional 
 
Allows for 
segmentation using L1-
like metrics due to 
connection with GL 
 
Comparison with Hein-
Buehler 1-Laplacian 
2010. 



US HOUSE OF REPRESENTATIVES VOTING 
RECORD CLASSIFICATION OF PARTY 
AFFILIATION FROM VOTING RECORD 

98th US Congress 1984  
Assume knowledge of party affiliation of 5 of the 435 members of the House 
Infer party affiliation of the remaining 430 members from voting records 
Gaussian similarity weight matrix for vector of votes (1, 0, -1) 



MACHINE LEARNING IDENTIFICATION OF 
SIMILAR REGIONS IN IMAGES 

Original Image Training Region 

Image to Segment Segmented Image 

High dimensional fully connected graph – use Nystrom extension methods for fast 
computation methods. 



RECALL CONVEX SPLITTING SCHEMES 
Schoenlieb and Bertozzi, Comm. Math. Sci. 2011 
Analysis of convex splitting schemes for higher order  
PDE in image processing 

E(u) = Ec(u)� Ee(u)

Uk+1 � Uk = ��t(⇥Ec(Uk+1)�⇥Ee(Uk))

Basic idea: 

Project onto Eigenfunctions of the gradient (first variation) operator 

For the GL functional the operator is the graph Laplacian 

Carola  
Schoenlieb 



REMOVE	  THE	  DIFFUSE	  INTERFACE:	  	  
MBO	  SCHEME	  ON	  GRAPHS	  

Ò 1)	  propaga<on	  by	  graph	  heat	  equa<on	  +	  
forcing	  term	  

Ò 2)	  thresholding	  

Ò Simple!	  	  And	  oOen	  converges	  in	  just	  a	  few	  
itera<ons	  (e.g.	  4	  for	  MNIST	  dataset)	  	  

Merkurjev, Kostic, and ALB, SIIMS 2013 



ALGORITHM	  

•  I) Create a graph from the data, choose a weight 
function and then create the symmetric graph 
Laplacian.  

•  II) Calculate the eigenvectors and eigenvalues of the 
symmetric graph Laplacian. It is only necessary to 
calculate a portion of the eigenvectors*. 

•  III) Initialize u. 
•  IV) Iterate the two-step scheme described above until a 

stopping criterion is satisfied. 
•  *Fast linear algebra routines are necessary – either 

Raleigh-Chebyshev procedure or Nystrom extension. 



GENERALIZATION MULTICLASS MACHINE 
LEARNING PROBLEMS (MBO) 

Garcia, Merkurjev, 
Bertozzi, Percus, Flenner, 
IEEE TPAMI, 2014 
 
Semi-supervised learning 

Instead of double well we have N-class well with  
Minima on a simplex in N-dimensions 



MNIST DATABASE 

Comparisons 
Semi-supervised learning 
Vs Supervised learning 
 
We do semi-supervised with 
only 3.6% of the digits as the  
Known data. 
 
Supervised uses 60000 digits for training and tests on 10000 digits. 

We use local rescaled graph as 
 in Zelnik-Manor&Perona 



NYSTROM EXTENSION 
Fowlkes Belongie Chung and Malik, IEEE T. PAMI 2004. 

Computing WXX , WXY = WT
Y X requires only (|X|·(|X|+|Y |) computations

versus (|X| + |Y |)2 for the whole similarity matrix. The method approximates

WY Y by WY XW�1
XXWXY and the error is determined by how much the rows of

WXY span the rows of WY Y .



HYPERSPECTRAL VIDEO SEGMENTATION 
    – SEMI SUPERVISED 

Eigenfunctions computed using Nystrom 

“ground truth obtained from thresholding eigenfunctions; random initialization otherwise 

Four class hyperspectral pixel segmentation of gas plume, ground, mountain, and sky  

Merkurjev, Sunu, and Bertozzi, 2014, ICIP Paris 2014 

eigenfunctions 

Training data from thresholding eigenfunctions 

Initialization (random) 

clasification 



COMPARISON TO KMEANS AND SPECTRAL 
CLUSTERING - UNSUPERVISED 

EMMCVPR 2015 Hu, Sunu, and ALB 

K-means 
And  
Spectral 
Clustering 
 



C-V SEGMENTATION ON GRAPHS 
USING MBO SCHEME FOR UNSUPERVISED 
CLUSTERING OF HYPERSPECTRAL PIXELS 

Multiclass 
MBO 
 with different 
Initializations. 
 
7 video frames 
280K pixels 
 
Each pixel is 
128 dimensions 
 

EMMCVPR 2015 Hu, Sunu, and ALB 
 



COMMUNITY DETECTION –  
MODULARITY OPTIMIZATION  

Joint work with Huiyi Hu (UCLA), Thomas Laurent (Loyola Marymount),  
and Mason Porter (Oxford) SIAP 2013. 

[wij] is graph adjacency matrix 
P is probability nullmodel (Newman-Girvan) Pij=kikj/2m 
 ki = sumj wij   (strength of the node) 
Gamma is the resolution parameter 
 gi is group assignment  
2m is total volume of the graph = sumi   ki  = sumij  wij 
 
This is an optimization (max) problem.  Combinatorially complex – optimize over 
all possible group assignments. Very expensive computationally. 

Newman, Girvan, Phys. Rev. E 2004. 

The modularity of a partition 
measures the fraction of total 
edge weight within each 
community minus the edge 
weight expected if edges were 
placed randomly using some 
null model. 



EQUIVALENCE TO L1 COMPRESSIVE SENSING 

Thus modularity optimization restricted to two 
 groups is equivalent to  

This generalizes to n class optimization quite naturally 

Because the TV minimization problem involves functions with values on the 
simplex we can directly use the MBO scheme to solve this problem. 



MODULARITY OPTIMIZATION MOONS AND 
CLOUDS 



MNIST DIGIT CLASSIFICATION USING 
MODULARITY – UNSUPERVISED 

Binary segmentation of 4 and 9: 
13782 handwritten digits.  Graph created based on similarity score 
 between each digit.  Weighted graph with 194816 connections. 

Full multiclass 
Segmentation 
 of all 70K digits 



GLOBAL METHOD 
Global binary optimization on graphs for classification of high dimensional data 
Ekaterina Merkurjev, Egil Bae, Andrea L. Bertozzi, Xue-Cheng Tai 
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