## ACTIVE SUBSPACES for dimension reduction in parameter studies

## PAUL CONSTANTINE

Ben L. Fryrear Assistant Professor Applied Mathematics \& Statistics Colorado School of Mines
activesubspaces.org @DrPaulynomial

In collaboration with:

RACHEL WARD<br>UT Austin

## ARMIN EFTEKHARI UT Austin

SLIDES: goo.gl/cK6goL
DISCLAIMER: These slides are meant to complement the oral presentation. Use out of context at your own risk.

## TAKE-HOMES

An active subspace is a type of low-dimensional structure in a function of several variables.

## TAKE-HOMES

An active subspace is a type of low-dimensional structure in a function of several variables.

We have tools for identifying and exploiting active subspaces for parameter studies.

## TAKE-HOMES

An active subspace is a type of low-dimensional structure in a function of several variables.

We have tools for identifying and exploiting active subspaces for parameter studies.

Active subspaces appear in a wide range of physical models.

## TAKE-HOMES

An active subspace is a type of low-dimensional structure in a function of several variables.

We have tools for identifying and exploiting active subspaces for parameter studies.

Active subspaces appear in a wide range of physical models.

Active subspaces are closely related to ridge approximation.
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## Ridge approximation

$$
f(\mathbf{x}) \approx g\left(\boldsymbol{U}^{T} \mathbf{x}\right)
$$

where

$$
\begin{aligned}
\boldsymbol{U}^{T} & : \mathbb{R}^{m} \rightarrow \mathbb{R}^{n} \\
g & : \mathbb{R}^{n} \rightarrow \mathbb{R}
\end{aligned}
$$
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$\mu\left(\boldsymbol{U}^{T} \mathbf{x}\right)$ is the best approximation (Pinkus, 2015).
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Grassmann manifold of n-dimensional subspaces
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\begin{aligned}
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Recall: $\quad \boldsymbol{C}=\int \nabla f(\mathbf{x}) \nabla f(\mathbf{x})^{T} \rho(\mathbf{x}) d \mathbf{x}=\boldsymbol{W} \Lambda \boldsymbol{W}^{T}$
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Increasing polynomial degree（total）


（h）$n=2, N=5$ （l）$n=3, N=5$

（m）$n=4, N=2$

（f）$n=2, N=3$

（j）$n=3, N=3$

（n）$n=4, N=3$

（g）$n=2, N=4$

（k）$n=3, N=4$

（o）$n=4, N=4$

（p）$n=4, N=5$

## TAKE-HOMES

An active subspace is a type of low-dimensional structure in a function of several variables.
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## QUESTIONS?

How do active subspaces relate to [insert method]?
How do I compute active subspaces?

What if I don't have gradients?
What kinds of models does this work on?
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## BACK UP SLIDES

Sufficient Dimension Reduction in regression

Assume: $y=f(\mathbf{x})+\epsilon$
Assume: $\mathbb{P}(y \mid \mathbf{x})=\mathbb{P}\left(y \mid \boldsymbol{A}^{T} \mathbf{x}\right)$
Given $\left(y_{i}, \mathbf{x}_{i}\right)$, find $\boldsymbol{A}$

Projection Pursuit Regression, Neural Nets, Ridge functions
$\underset{\boldsymbol{A}, \theta}{\operatorname{minimize}} \int\left(f(\mathbf{x})-g\left(\boldsymbol{A}^{T} \mathbf{x}, \theta\right)\right)^{2} \rho d \mathbf{x}$

Fisher Information Theory

$$
\int \nabla_{\theta}^{2} \log \mathcal{L}(\mathbf{x}, \theta) \rho(\mathbf{x}) d \mathbf{x}
$$

Principal Components / Regression, Karhunen-Loéve

$$
\int \mathbf{x} \mathbf{x}^{T} \rho(\mathbf{x}) d \mathbf{x}
$$

## References and related work

## "Sufficient dimension reduction"
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In statistics/machine learning: "principal pursuit regression," "neural nets"

## Discover the active subspace with random sampling.

Draw samples: $\quad \mathbf{x}_{j} \sim \rho$
Compute: $\quad f_{j}=f\left(\mathbf{x}_{j}\right)$ and $\nabla f_{j}=\nabla f\left(\mathbf{x}_{j}\right)$

Approximate with Monte Carlo

$$
\boldsymbol{C} \approx \frac{1}{N} \sum_{j=1}^{N} \nabla f_{j} \nabla f_{j}^{T}=\hat{\boldsymbol{W}} \hat{\Lambda} \hat{\boldsymbol{W}}^{T}
$$

Equivalent to SVD of samples of the gradient

$$
\frac{1}{\sqrt{N}}\left[\begin{array}{lll}
\nabla f_{1} & \cdots & \nabla f_{N}
\end{array}\right]=\hat{\boldsymbol{W}} \sqrt{\hat{\Lambda}} \hat{\boldsymbol{V}}^{T}
$$

Called an active subspace method in T. Russi's 2010 Ph.D. thesis, Uncertainty Quantification with Experimental Data in Complex System Models

## How many gradient samples?

$$
\begin{aligned}
& \begin{array}{l}
\text { Bound on gradient } \\
\text { norm squared }
\end{array} \\
& N=\Omega\left(\frac{L^{2} \lambda_{1}}{\lambda_{k}^{2} \varepsilon^{2}} \log (m)\right) \Longrightarrow\left|\lambda_{k}-\hat{\lambda}_{k}\right| \leq \varepsilon \lambda_{k} \\
& \text { Relative accuracy }
\end{aligned}
$$

Using Gittens and Tropp (2011)

## How many gradient samples?



Gittens and Tropp (2011), Golub and Van Loan (1996), Stewart (1973)

## Let's be abundantly clear about the problem we are trying to solve.

Low-rank approximation of the collection of gradients:

$$
\frac{1}{\sqrt{N}}\left[\begin{array}{lll}
\nabla f_{1} & \cdots & \nabla f_{N}
\end{array}\right] \approx \hat{\boldsymbol{W}}_{1} \sqrt{\hat{\Lambda}_{1}} \hat{\boldsymbol{V}}_{1}^{T}
$$

Low-dimensional linear approximation of the gradient:

$$
\nabla f(\mathbf{x}) \approx \hat{\boldsymbol{W}}_{1} \mathbf{a}(\mathbf{x})
$$

Approximate a function of many variables by a function of a few linear combinations of the variables:

$$
f(\mathbf{x}) \approx g\left(\hat{\boldsymbol{W}}_{1}^{T} \mathbf{x}\right)
$$

