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Statistics and Machine Learning



Statistics and Machine Learning

● Statistics and ML today both
○ use data sets

○ create data models

○ analyse relations within data

○ predict unseen input values

● What are the differences?
○ Statistics is a well established science, dates back to 1749

○ ML is field of Computer Science, dates back to 1959



Statistical data 

analysis

● Independent input 

vector x

● Dependent output 

vector y

● Nature functions to 

associate x with y

[1] Breiman, L. (2001) Statistical Modeling: The Two Cultures. Statistical Science, 16(3)

● Assume a stochastic data model

● Parameters are estimated from 

sampled data

● Goals: prediction, extract 

information about the nature

● Model validation: yes-no using 

goodness-of-fit tests and residual 

examination



ML data analysis

● Consider nature as unknown

● Relate x with y using an 

algorithm

● Model validation: measured 

by predictive 

accuracy

● Develop algorithms that learn 

model from data

● Repeat automated learning 

when needed

It’s a 
tree!

It’s a 
Wall!

It’s a 
Rope!

It’s a 
fan!

It’s a 
hose!



1. Problem selection

2. Data extraction

3. Descriptive analytics

4. Predictive analysis

5. Prescriptive analytics

Stages of ML Application

Problem 

selection

Data 

extraction

Descriptive 

analytics

Predictive 

analytics

Prescriptive 

analytics
[4] Bener, A., Misirli, A. T., Caglayan, B., Kocaguneli, E., & Calikli, G. (2015). 

Lessons Learned from Software Analytics in Practice. The Art and Science of 

Analyzing Software Data



What Machine Learning is / is not?

● ML is not
○ a single software package 

○ a one fits all tool

○ an easy task that can be mastered in a few years

● ML is
○ an algorithmic modelling approach

○ multiple customized solutions for each individual problem

○ requires expertise in 

■ Problem domain

■ Statistics, Probability

■ Computer Science, Algorithm Design

○ often a teamwork of experts



Application of Machine Learning

News Article Position Recommendation Based on the Analysis of 

Article’s Content- Time Matters

Parisa Lak, Ceni Babaoglu, Ayse Bener and Pawel Pralat, "News Article Position Recommendation 

Based on The Analysis of Article's Content - Time Matters", CBRecSys 2016, Sept 15-19, Boston, USA



Introduction- the current problem



News Article’s Position



Problem

● How to predict a new article’s position in an online news 

Homepage?

● Assumption

○ New articles are clustered in different sections by editors



Background

● Article Popularity measure

○ Author’s influence

○ Hot topics

○ Number of visits

○ Duration of stay

○ Comments and likes

● Ranking new articles

○ Based on the similarity between the new article and previous articles



Further Questions

● How many previous articles should be selected?

● How old should the previous articles be?

○ Does time matter?

● Which algorithm(s) should be used?

● What is the best keyword evaluation technique?



Proposed Solution
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Data 

Preprocessing

Step

1

Keyword 

Evaluation

Learning and 

Prediction

Step

3

Step

2Dataset cleaning and 

transformation

Feature engineering TFIDF approach

Keyword popularity

Word2vec approach Feature selection

Classification algorithm

Exploratory Data 

Analysis

• Author Reputation
• Article’s freshness

• Article’s keyword extraction
• Article’s characteristics

SVM, Logistic regression, Knn,  
Random Forest



Methodology: Data Preprocessing
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Set of Articles

Aggregated 

Data

Articles’ 

Keyword 

Vector 

Step 1-1

Web Scraping

Extract Article’s content, 

Authors name, 

Headlines 

Initial Features

URL, Pos, Published 

date, Visit, Color, 

Median time spent, 

SectionID



Methodology: Data Preprocessing
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Step 1-3

Cleaned 

Dataset

Feature Engineering

Normalizing

Step 1-2

Remove correlated 

features
Convert categorical 

variables to numerical

New Features: 

Authors 

Reputation, 

Articles’ 

Freshness

Feature Creation

Published Date

Median spent time

Number of articles 

written by author



Methodology: TF-IDF Approach

■ We tokenize each article and extract their keywords

■ Calculate keywords’ weights

○ TF: measures how often a term appears

 Assuming that important terms appear more often

○ IDF: aims to reduce the weight of terms that appear in all articles
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Methodology: Keyword Popularity Approach

● Keywords’ weights are measured based on

○ How many people visited a particular keyword e.g. 

Canada

○ Duration of keyword 

■ [ArticleID=20, (Canada,2)] , [ArticleID=30,   (Canada, 5)] a 

Keyword_duration for Canada is 7. 

○ Combine these two factors and generate Keyword’s 

weights
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Methodology: Word2vec Approach

● Published by Google in 2013, is a two-layered neural net that 

processes text

○ Takes a text corpus as input and produces the word vectors as an output.

1. Constructs vocabulary from the training text

2. Creates numerical representation of words, feature vectors

3. Measures cosine similarity of words and group them together

● e.g. word clustering, sentiment analysis, etc. 
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Example

● Given the corpus, the example output with the closest token 

to ‘San-francisco’ is:  
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Learning with Word2vec Features

● Build feature vectors of n-dimensions for each keyword

● Given set of keywords of each article

○ We calculate the centroids of the keywords; assign it to its article

● Train the model

22



Methodology: Learning and Prediction
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Training 
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Vectors
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Vectors
keywords 

Vectors

Feature 

Selection

model

New 

Articles
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Feature 

Transformation 

model

Machine 

Learning 

Algorithm

Classifier

Author reputation, Article 

freshness, Article type 
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Position
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Methodology: Classification Algorithms, 

Evaluation, and Dataset

● Learning with articles from different time intervals

○ 2, 4, 8, 12 month prior to the test article’s date

● Accuracy measure
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Number of observation for Different Time Intervals

2 Month 4 Month 8 Month 12 Month

356 1114 2676 4532



Results
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Word2VecTF-IDF

Keyword popularity



Results
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Threats to Validity

● The external threats to validity of this work is minimal

○ Extracted unique dataset, pre-processed the data to match our described analysis

● We minimized the internal threat to validity of this work

○ Reporting the results in terms of accuracy, a commonly used measure to communicate 
the result of prediction

● Threats to construct validity of this work is minimal

○ Compared the result of multiple text analytics techniques as well as classification 
algorithms

● The threats to  conclusion validity of this work exists

○ Used predefined packages in R and Python to perform analysis and also the analysis is 
performed on a singe dataset
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Conclusion and Future Work

● We may model expert’s article ranking with the suggested algorithms with more 
than 65% accuracy 

○ For this dataset the best combination is TF-IDF and SVM respectively

● Experimental analysis shows that the classification performance is best when 
more recent articles are used for training

● Future Work:

○ Experiment with larger and more recent datasets

■ Large scale application of all algorithms

○ Use other keyword evaluation techniques

■ LDA or a hybrid version of former techniques
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Data Science Lab (DSL) - Ryerson

● A research lab dedicated for Machine Learning applications

● 10+ industry partners including
○ Toronto Stock Exchange

○ IBM Canada

○ St Michael's Hospital

○ Communications Research Centre Canada

○ Globe and Mail Canada

○ Blackberry Canada

○ Manulife Canada

○ Toronto Police Services

● Numerous grants: federal, provincial, industry, government

● Data Science and Analytics MSc / Certificate Programs



Cutting edge 

inference 

algorithm design

Spark, Hadoop, SQL, Python, R, C++,

Java, Matlab, basic stats and probability, 

data structures and algorithms, 

computer architecture

DSL expertise in Theoretical and Applied ML

Software engineering

Health care

Finance

Telecommunications

Business applications

Certificate

students

Masters 

students

Postdoctoral 

researchers

PhD students

Tools

Methods

Philosophy

Basic ML algorithms, 

distributed algorithm 

implementation

Accumulated Experience



Research Challenges

● Recommender systems and prediction models

○ Cold start

○ Temporal date

○ User biases, negative choices

○ Unstructured data

○ Change/ predict user behaviour

○ Recommendation update frequency

○ Randomness 



Novelty in our Research

● Bayesian Machine Learning

○ Algorithms that learn, adopt, reason

■ Reinforcement learning, neural networks, Bayesian networks, model 

comparison

○ Embeddings

■ Tensor factorization, Gradient Boosted Decision Trees, Ensembles



● Certificate in Data Analytics, Big Data, 

and Predictive Analytics

● Aligned with CAPS INFORMS

● Launched in September 2014

Programs in Data Analytics



Programs in Data Analytics

https://www.ryerson.ca/graduate/datascience



Thanks for listening
http://www.datasciencelab.ca

http://www.datasciencelab.ca/

