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- Important limit case is the Potts model ( $q=0$ ) [Potts '52] (unsupervised segmentation, image cartooning, blind deblurring, ...)
- Piecewise smooth approximations [Blake, Zisserman '87], [Geman, Geman '84]

$$
\varphi(t)=\min \left\{\lambda, \alpha t^{2}\right\}
$$
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- Remark: many other possibilities exist for nonsmooth nonconvex optimization
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- On recent GPU: $\approx 30 \mathrm{~ms}$ for $640 \times 480$ color image [Strekalovskiy, Cremers '14] ( $\rightarrow$ application: real-time video cartooning!)
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$\mathrm{TV}^{q}$ and $\mathrm{TGV}^{q}$-like Regularization for Color Images, $q=1 / 2$

$\sigma=0.15$

$T V_{F}$
PSNR=26.9

$T V_{F}^{q}$
PSNR=28.4

$\mathrm{TV}^{q}$ and $\mathrm{TGV}^{q}$-like Regularization for Color Images, $q=3 / 4$

$\mathrm{TV}^{q}$ and $\mathrm{TGV}^{q}$-like Regularization for Color Images, $q=3 / 4$


Algorithm works well in practice. Theoretical convergence properties?

## Convergence Analysis of Nonconvex PDHG

Theorem ([M., Strekalovskiy, Moeller, Cremers '15])
Let $G-\frac{c}{2}\|\cdot\|^{2}$ and $F+\frac{\omega}{2}\|\cdot\|^{2}$ be convex with $c>\omega\|K\|^{2}$. Then the (ergodic) iterates ( $X^{k}$ ) produced by the PDHG converge to the (unique) global minimizer

$$
\widehat{x}=\arg \min _{x} G(x)+F(K x),
$$

with $\left\|X^{k}-\widehat{x}\right\|^{2}=\mathcal{O}(1 / k)$ for $0<\sigma=2 \omega, \tau \sigma\|K\|^{2} \leq 1$, and any $\theta \in[0,1]$.

## Convergence Analysis of Nonconvex PDHG

Theorem ([M., Strekalovskiy, Moeller, Cremers '15])
Let $G-\frac{c}{2}\|\cdot\|^{2}$ and $F+\frac{\omega}{2}\|\cdot\|^{2}$ be convex with $c>\omega\|K\|^{2}$. Then the (ergodic) iterates ( $X^{k}$ ) produced by the PDHG converge to the (unique) global minimizer

$$
\widehat{x}=\arg \min _{x} G(x)+F(K x),
$$

with $\left\|X^{k}-\widehat{x}\right\|^{2}=\mathcal{O}(1 / k)$ for $0<\sigma=2 \omega, \tau \sigma\|K\|^{2} \leq 1$, and any $\theta \in[0,1]$.

- Notice that for our proof, $\sigma$ has to be twice as big as to make the proximal minimization subproblem in $z$ convex:

$$
\operatorname{prox}_{1 / \sigma, F}(\tilde{z})=\arg \min _{z} F(z)+\frac{\sigma}{2}\|z-\tilde{z}\|^{2}
$$

## Convergence Analysis of Nonconvex PDHG

Theorem ([M., Strekalovskiy, Moeller, Cremers '15])
Let $G-\frac{c}{2}\|\cdot\|^{2}$ and $F+\frac{\omega}{2}\|\cdot\|^{2}$ be convex with $c>\omega\|K\|^{2}$. Then the (ergodic) iterates ( $X^{k}$ ) produced by the PDHG converge to the (unique) global minimizer

$$
\widehat{x}=\arg \min _{x} G(x)+F(K x),
$$

with $\left\|X^{k}-\widehat{x}\right\|^{2}=\mathcal{O}(1 / k)$ for $0<\sigma=2 \omega, \tau \sigma\|K\|^{2} \leq 1$, and any $\theta \in[0,1]$.

- Notice that for our proof, $\sigma$ has to be twice as big as to make the proximal minimization subproblem in $z$ convex:

$$
\operatorname{prox}_{1 / \sigma, F}(\tilde{z})=\arg \min _{z} F(z)+\frac{\sigma}{2}\|z-\tilde{z}\|^{2}
$$

- A posteriori convergence (similar to [Esser, Zhang '14]): if $\left\|x^{n+1}-x^{n}\right\| \rightarrow 0$ and $\left\|y^{n+1}-y^{n}\right\| \rightarrow 0$ and additionally $\left(x^{n}\right),\left(y^{n}\right)$ and $\left(z^{n}\right)$ are bounded then the iteration converges to critical points along subsequences


## Convergence Analysis of Nonconvex PDHG

Theorem ([M., Strekalovskiy, Moeller, Cremers '15])
Let $G-\frac{c}{2}\|\cdot\|^{2}$ and $F+\frac{\omega}{2}\|\cdot\|^{2}$ be convex with $c>\omega\|K\|^{2}$. Then the (ergodic) iterates ( $X^{k}$ ) produced by the PDHG converge to the (unique) global minimizer

$$
\widehat{x}=\arg \min _{x} G(x)+F(K x),
$$

with $\left\|X^{k}-\widehat{x}\right\|^{2}=\mathcal{O}(1 / k)$ for $0<\sigma=2 \omega, \tau \sigma\|K\|^{2} \leq 1$, and any $\theta \in[0,1]$.

- Notice that for our proof, $\sigma$ has to be twice as big as to make the proximal minimization subproblem in $z$ convex:

$$
\operatorname{prox}_{1 / \sigma, F}(\tilde{z})=\arg \min _{z} F(z)+\frac{\sigma}{2}\|z-\tilde{z}\|^{2}
$$

- A posteriori convergence (similar to [Esser, Zhang '14]): if $\left\|x^{n+1}-x^{n}\right\| \rightarrow 0$ and $\left\|y^{n+1}-y^{n}\right\| \rightarrow 0$ and additionally $\left(x^{n}\right),\left(y^{n}\right)$ and $\left(z^{n}\right)$ are bounded then the iteration converges to critical points along subsequences
- Theory-practice gap I: convergence proof if overall energy is semiconvex (experiments indicate that in the overall nonconvex setting an additional requirement is differentiability of $F$ )


## Convergence Analysis of Nonconvex PDHG

Theorem ([M., Strekalovskiy, Moeller, Cremers '15])
Let $G-\frac{c}{2}\|\cdot\|^{2}$ and $F+\frac{\omega}{2}\|\cdot\|^{2}$ be convex with $c>\omega\|K\|^{2}$. Then the (ergodic) iterates ( $X^{k}$ ) produced by the PDHG converge to the (unique) global minimizer

$$
\widehat{x}=\arg \min _{x} G(x)+F(K x),
$$

with $\left\|X^{k}-\widehat{x}\right\|^{2}=\mathcal{O}(1 / k)$ for $0<\sigma=2 \omega, \tau \sigma\|K\|^{2} \leq 1$, and any $\theta \in[0,1]$.

- Notice that for our proof, $\sigma$ has to be twice as big as to make the proximal minimization subproblem in $z$ convex:

$$
\operatorname{prox}_{1 / \sigma, F}(\tilde{z})=\arg \min _{z} F(z)+\frac{\sigma}{2}\|z-\tilde{z}\|^{2}
$$

- A posteriori convergence (similar to [Esser, Zhang '14]): if $\left\|x^{n+1}-x^{n}\right\| \rightarrow 0$ and $\left\|y^{n+1}-y^{n}\right\| \rightarrow 0$ and additionally $\left(x^{n}\right)$, $\left(y^{n}\right)$ and $\left(z^{n}\right)$ are bounded then the iteration converges to critical points along subsequences
- Theory-practice gap I: convergence proof if overall energy is semiconvex (experiments indicate that in the overall nonconvex setting an additional requirement is differentiability of $F$ )
- Theory-practice gap II: for adaptive step sizes, experiments indicate that the algorithm converges for general nonconvex energies


## Sharpness of the Step-Size Restriction and Consequences

- Consider the minimization of $\frac{\lambda-1}{2} x^{2}$ for some $\lambda>1$ :

$$
\begin{equation*}
\min _{x \in \mathbb{R}} \underbrace{\frac{\lambda}{2} x^{2}}_{G(x)} \underbrace{-\frac{1}{2} x^{2}}_{F(x)} \tag{*}
\end{equation*}
$$

## Sharpness of the Step-Size Restriction and Consequences

- Consider the minimization of $\frac{\lambda-1}{2} x^{2}$ for some $\lambda>1$ :

$$
\begin{equation*}
\min _{x \in \mathbb{R}} \underbrace{\frac{\lambda}{2} x^{2}}_{G(x)} \underbrace{-\frac{1}{2} x^{2}}_{F(x)} \tag{*}
\end{equation*}
$$

- Proposition: the step-size restriction $\sigma \geq 2 \omega$ is sharp. For any $\sigma<2$ there exists a $\lambda>1$ such that PDHG applied to $\left(^{*}\right)$ diverges


## Sharpness of the Step-Size Restriction and Consequences

- Consider the minimization of $\frac{\lambda-1}{2} x^{2}$ for some $\lambda>1$ :

$$
\begin{equation*}
\min _{x \in \mathbb{R}} \underbrace{\frac{\lambda}{2} x^{2}}_{G(x)} \underbrace{-\frac{1}{2} x^{2}}_{F(x)} \tag{}
\end{equation*}
$$

- Proposition: the step-size restriction $\sigma \geq 2 \omega$ is sharp. For any $\sigma<2$ there exists a $\lambda>1$ such that PDHG applied to $\left({ }^{*}\right)$ diverges
- Consequence of our work: for strongly convex energies, one has some additional modeling freedom by introducing (slightly) non-convex terms


## Sharpness of the Step-Size Restriction and Consequences

- Consider the minimization of $\frac{\lambda-1}{2} x^{2}$ for some $\lambda>1$ :

$$
\begin{equation*}
\min _{x \in \mathbb{R}} \underbrace{\frac{\lambda}{2} x^{2}}_{G(x)} \underbrace{-\frac{1}{2} x^{2}}_{F(x)} \tag{*}
\end{equation*}
$$

- Proposition: the step-size restriction $\sigma \geq 2 \omega$ is sharp. For any $\sigma<2$ there exists a $\lambda>1$ such that PDHG applied to $\left({ }^{*}\right)$ diverges
- Consequence of our work: for strongly convex energies, one has some additional modeling freedom by introducing (slightly) non-convex terms
- Example: enhanced ROF model, $\alpha>0$ sufficiently small

$$
\min _{u: \Omega \rightarrow \mathbb{R}^{k}} \frac{\lambda}{2}\|u-f\|^{2}+\sum_{i \in \Omega}\left\|(\nabla u)_{i}\right\|+\alpha R_{\mathrm{ncvx}}(u)
$$

## Sharpness of the Step-Size Restriction and Consequences

- Consider the minimization of $\frac{\lambda-1}{2} x^{2}$ for some $\lambda>1$ :

$$
\begin{equation*}
\min _{x \in \mathbb{R}} \underbrace{\frac{\lambda}{2} x^{2}}_{G(x)} \underbrace{-\frac{1}{2} x^{2}}_{F(x)} \tag{}
\end{equation*}
$$

- Proposition: the step-size restriction $\sigma \geq 2 \omega$ is sharp. For any $\sigma<2$ there exists a $\lambda>1$ such that PDHG applied to $\left({ }^{*}\right)$ diverges
- Consequence of our work: for strongly convex energies, one has some additional modeling freedom by introducing (slightly) non-convex terms
- Example: enhanced ROF model, $\alpha>0$ sufficiently small

$$
\min _{u: \Omega \rightarrow \mathbb{R}^{k}} \frac{\lambda}{2}\|u-f\|^{2}+\sum_{i \in \Omega}\left\|(\nabla u)_{i}\right\|+\alpha R_{\mathrm{ncvx}}(u)
$$

- Application: convex non-convex (CNC) models [Parekh, Selesnick '15], [Lanza, Morigi, Sgallari '16]
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- For $K=I, \theta=1$, PDHG is equivalent to Douglas-Rachford splitting and ADMM (convergence results carry over)
- For $K \neq I, \theta=1$, PDHG can be seen as inexact ADMM on the dual problem (hasn't been studied for nonconvex $F$ to best of our knowledge)
- Local convergence result for nonlinear $K$ [Valkonen '13], can also be used to do nonconvex regularization [Shekhovtsov, Reinbacher, Graber, Pock '16]
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