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Part I
My Experiences with
Parallel Computing



More Powerful Computers
=>
Coarser Granularity
=>
Embarrassingly Parallel

Conclusion



CDC 7600
Early 1970’s



Cray 1
Late 1970’s



FPS 164
Early 1980’s



1970’s – 1980’s

“Parallel”
≡
General purpose ops
and floating point ops
done simultaneously.



1979



LINPACK Benchmark



LINPACK Benchmark



LINPACK Benchmark



http://www.top500.org/





1980
Intel 8087

~50 kFLOPs















1986

Mike Heath, editor,
“Proceedings of the First Conference
on Hypercube Multiprocessors
Knoxville, Tennessee, 1985."



“Embarrassingly Parallel”

One important way in which LINPACK and EISPACK will be used on such 
machines is in applications with many tasks involving matrices small enough to be 
stored on a single processor. The conventional subroutines can be used on the 
individual processors with no modification. We call such applications 
“embarrassingly parallel” to emphasize the fact that, while there is a high degree of 
parallelism and it is possible to make efficient use of many processors, the 
granularity is large enough that no cooperation between the processors is required 
within the matrix computations.



“Weak Speedup”

To fully utilize the system, we must consider problems involving many matrices …, 
or matrices of larger order. … The performance is strongly dependent on the two 
parameters, n  and p . For a given p , there is a maximum value of n  determined by the 
amount of memory available. …
___ 
n max ≈ √pM



“Megaflops per Gallon”













1990 - 2005

I am hardly involved in parallel computing,
except for …





Cleve’s Corner, 1995
Why there isn’t a parallel MATLAB

Memory model
Granularity
Business situation



2005

Ron Choy’s Web page at MIT lists
27 Parallel MATLABs.
None of them are from The MathWorks



Parallel Computing Today



Quad Core Microprocessor



Multicore Parallelism

Fine grained
Multithreaded
Shared memory
Automatic
Dangerous
Not scalable
Memory bandwidth
ISMOP (Its’ a Small Matter of Programming)



ORNL Jaguar
180,828 cores



Multicomputer Parallelism

Coarse grained
Message passing
Distributed memory
Explicit



Parallel MATLAB

Introduced in 2005
NOT  for top 500, but everybody else
Now at Version 4.2
Parallel Computing Toolbox
Distributed Computing Server 



Parallel Computing Toolbox

≤ 8 local “labs”
parfor
spmd
distributed arrays



Distributed Computing Server

> 8 “labs”
Interface to job managers



Embarrassingly Parallel
Multithreaded Benchmarks

MATLAB 7.4 (R2007a)
16 dual-processor, dual-core Opterons
1 ≤ labs ≤ 64
1 ≤ threads ≤ 4
ode
fft
LU
sparse











Multithreaded benchmarks
MATLAB 7.9 (R2009b)
HP D5100 home computer
Intel Core2 QUAD CPU, 2.83 GHz
threads = [1, 2, 4]
LU(1000)
fft(2^20)
ode, van der Pol, 0 ≤ t ≤ 400
sparse \, delsq(numgrid(’L’,300))
SVD(1000)







Matrix benchmarks, vary size
LU(n)
sparse \, delsq(numgrid(’L’,g))







FLOPs Don’t Count Anymore
Memory Touches
Power Consumption
Parallelism



What Can Be Parallelized?
Programming is the easy part
Discovering parallelism is hard
No algorithmic theory



Embarrassingly Parallel

“Fully Parallel”
Monte Carlo
Parameter sweeps
Most prevalent



GPUs and FPGAs
Today’s FPS 164

→



Effective Parallelism

Twice as much output

Two sets of parameters

NOT twice as fast

Multithreading is a bad 
idea



More Powerful Computers
=>
Coarser Granularity
=>
Embarrassingly Parallel

Conclusion



Part II
Experiments with MATLAB

http://www.mathworks.com/moler/exm

http://www.mathworks.com/moler/exm


Experiments with MATLAB
Preface 
Iteration
Fibonacci Numbers
Calendars and Clocks
T Puzzle
Matrices
Fractal Fern
Magic Squares
TicTacToe Magic
Game of Life
Mandelbrot Set
Linear Equations
Google PageRank
Ordinary Differential Equations
Exponential Function
Predators and Prey
Shallow Water Equations
Orbits
Sudoku



Friday the 13th is unlucky, but is it unlikely?

What is the probability that
the 13th of any month is on a Friday?

See Experiments with MATLAB/Calendars.

Homework:









yp = (a.^(t+h) – a.^t)/h

Approximate Derivative









z = exp(i*theta)*(z – mu) + mu

Rotation





Y = X(:,p) + X(:,q) + X(p,:) + X(q,:) + ...
X(p,p) + X(q,q) + X(p,q) + X(q,p);
X = (X & (Y == 2)) | (Y == 3);

Life





z = z.*z + z0;
kz(abs(z) < 2) = d;

Mandelbrot






