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. Write code

. run code ‘

- make figures 'ﬂ
. write paper '

. share & reproduce

How do we do
’computational research?

IPython
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IPython
Interactive Python

i 02:13]~/Documents/Jupyter/pres/AGU-2014 $ 1ipython

helps run code
e tab completion
* Introspection

* %Mmagics



w=+\What about Jupyter?

1. write code

2 run code

3. make flgure
4. write paper '

0. share & reproduce




== \What is Jupyter?

Rich REPL Protocol Document Format

We have already computed P(X|A) abova. Or the ether hand, P(X| ~ A) Is subjectiva: cur
code can pass tests but stil have a bug 'n it, though the probability there is a bug present is
reducea. Note tnis is dependent on the number of tests performed, the degree of complication
in the tests, etc. Let's be conservative and assign P(X| ~ A) = 0.5. Then

l-p
PAIX) = .
SUB DEAL SUB DEAL 1 -p+05(1-p)

2p
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Ihis is the posterior propability. What coes it look |ike as a function of cur pricr, p € [0, 1]7

figsize(12.5, 4)

2 = np.lirspace(0, 1, 59)

olt.plotip, 2 * p f {1 + 2), color-"%348AED", lw-3)

& pll. il _Delween(p, 2%/ (1+p,), alpha=.5, lacecoler=)"#A60628" 1)
olt.scotter(0.2, 2 * (€.2] / 1.2, 5=143, C="F34EAED")

alt.xlim (6, 1)

Aalt.yldir(e, 1)

alt.xlabel{"P-ior, F(A} = pi")

alt.ylebel{"Posterior, SP{A|X)S. with SP{A) = pim)

olt.title{MAre there bugs in 7y code?™)

¢natplotlio.text.Taxt at oxlBoldesb0%

Are there dugs in my coce’

with HA] —p

JMQ + JSON

steror, AA|X]

F2

. A =p

https://github.com/CamDavidsonPilon/Probabilistic-Programming-and-Bayesian-Methods-for-Hackers



http://nbviewer.ipython.org/github/CamDavidsonPilon/Probabilistic-Programming-and-Bayesian-Methods-for-Hackers/blob/master/Chapter1_Introduction/Chapter1_Introduction.ipynb

—Jupyter Protocol
REP*L over JSON + OMQ

msg_type = 'execute_request'
content = {
'COde' : mimn

import pandas as pd
F%EBEi(j df = pd.read_csv('mydata.csv')

msg_type = 'execute_reply'
content = {

Eva‘ ‘msg_type = 'display_data'
content = {
'data': {
"text/plain": "<MyDataFrame at Ox...>",
F)riFWt*r "text/html": "<table>...</table>",
I

'metadata': {},

Loop }



jupyter

. Jupyter Protocol

~ supercharge the P in REP*L

any mime-type output

I

text 0
svg, png, Jpeg

latex, pdf

html, javascript

INnteractive widgets

In [5]:

print(df.head())

lies
367.826809
368.463441
367.768454

cake
2012-12-19 363.885981
2012-12-20 361.055153
2012-12-21 362.064454

In [14]: Math(r'''f(x) = \int_{-\infty}A\infty

\hat f(\xi1) eA{2 \pi 1 \xi1 x},d\x1

In [ ]: @interact
def factor_xn(n=5):

display(Eq(x**n-1, factor(x**n-1)))
Jan Ap Jul Oct Jan Ap Jul
2013 2014

pie

362.807807
365.065045
364.087118

Oct
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Jupyter Protocol

J.upyter
v L [
s language agnostic
$Scala (Q\\)

!
@ python’



== Jupyter Notebooks

notebook = sequence
of cells

text cell = markdown
latex

code cell = REP (input
+ output

metadata everywhere

Jupyter sampling Theorem ey @ Fpnor(Byhon3)e | Logodt

Edit View Incert Cel Kemel Help w O

Investigating the Sampling Theorem

In this section, we investigate the ‘mplications of the samoling theorem. Here is the
usual statement cf the thecrem from wikipedia:

'If @ function x(f) contains no frequencies higher than B hertz, it is cocmpietely
determined Dy giving its ordinates at a series of points speced 1/2B) seconds
apart.’

k
Since a furction x(1) s a functicn frcm the real line tc the real ine, there are

unccuntebly many points between any two crdinates, s¢ sampling is a massive
reduction of data since it only takes a tiny number of points to completely
characterize the “uncticn. Ths is a powerful idea werth exploring. In fact, we heve
scen this icea of recucing a function to a d screte set of numbers befere in Fourier
scries expansions where (for periocic x(1))

a, = ; f:,‘ x( 1) expl—jar, )it
with corresponding reconst-.ct'on as:
x(f) = ¥ @z exp(im.?)

Bit nere we ere generatrg ciscrete poirts 4, by integrating over the entire
function x(i), not just evalueting it at a single point. This meens we are collect ng
infcrmation about the entre function to compute & single discrete point a,,
whereas with sampling we are just taking ind viduzl points n isclaticn.

https://github.com/unpingco/Python-for-Signal-Processing



https://github.com/unpingco/Python-for-Signal-Processing

